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Executive Summary

In its recent Notice of Inquiry (FCC 09-31) [1], the 

FCC seeks comment “to inform the development of 

a national broadband plan for our country.” One of 

the primary topics for which comment is solicited 

is “Defining Broadband Capability,” for example, 

whether broadband should be defined “in terms of 

bandwidth and latency” or by other metrics related  

to user experience.

ADTRAN has provided comments [2] noting 

that both bandwidth and latency (or delay) signifi-

cantly affect the user’s Quality of Experience (QoE). 

Bandwidth has been addressed in detail in separate 

submissions. This paper addresses delay, and provides 

the following information:

• Multiple Standards Development Organizations 

(SDOs) provide guidance regarding delay limits 

for real time, near-real time, and other network 

applications. The applicable requirements, and 

the Quality of Service (QoS) classes that have 

been defined to support them, are summarized.

• Delays in the access and core segments of the  

network have different sources. Delay in the  

core is due to speed-of-light propagation and  

to switching/routing delays. Delay in the access  

network is due to factors related to speed and  

to the technologies and protocols used to bridge 

the “last mile” to the subscriber. Each segment 

must be considered separately to understand its 

contribution to end-to-end delay.

• Despite being a non-real time application and 

having requirements measured in seconds rather 

than milliseconds, web browsing performance 

suffers relative to its SDO requirements more 

than any other application. The primary reason 

is network delay, which has a multiplicative effect 

on response times due to the many round trips 

required to load the average web page. Without 

improvements in the underlying causes for  

multiple round trips (protocols and web site 

design practices), web browsing performance  

will not improve significantly no matter how 

much access speeds continue to improve.

• With recommended delay limits of 35 ms 

upstream and 15 ms downstream in the access 

network, QoS-enabled services such as “home 

phone” services can provide delay and jitter  

performance meeting SDO preferred require-

ments in continental connections and limit 

requirements in intercontinental connections.

• Assuming typical performance comparable  

to the limits recommended above for QoS-

enabled services, real time applications (VoIP, 

conversational video, gaming) running over best 

effort Internet access services should typically 

perform close to or at the levels specified in  

the SDO requirements. Best effort services  

cannot provide guaranteed delay, however,  

and performance will be strongly dependent  

on other traffic in the network. 

Defining Broadband: Network Latency and 
Application Performance
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 1 Introduction

In its recent Notice of Inquiry (FCC 09-31) [1], the 

FCC seeks comment “to inform the development of 

a national broadband plan for our country.” One of 

the primary topics for which comment is solicited 

is “Defining Broadband Capability,” for example, 

whether broadband should be defined “in terms of 

bandwidth and latency” or by other metrics related  

to user experience.

Both bandwidth and latency (or delay) signifi-

cantly affect the user’s Quality of Experience (QoE). 

Bandwidth has been addressed in a separate ADTRAN 

white paper analyzing the relationship between dif-

ferent definitions of “speed” and user experience [3]. 

This paper addresses network delay, beginning with  

a summary of the requirements that have been  

specified for delay by a number of standards devel-

opment organizations. It then breaks down those 

requirements by network segment and by application. 

In the case of web browsing, the multiplicative 

effects of delay on response time are examined and it 

is shown that delay, rather than speed, is frequently 

the dominant factor in web page response times. 

Real-time applications such as VoIP are then analyzed 

to allocate delay between applications, core network 

delay, and access network delay. The results are then 

summarized to generate recommendations for access 

network delay for broadband access. We find that allo-

cating 35 ms to upstream traffic and 15 ms to down-

stream traffic in the access network supports VoIP 

when offered as a managed service. Other interactive 

applications (which are generally provided over best 

effort services) will also generally work well with the 

above allocations, but those delays are highly depen-

dent on congestion and cannot be guaranteed. The 

same values also support web browsing response time 

limits as long as other factors such as local caching 

and/or web page optimizations are applied. 

2 Terminology

The terms latency and delay tend to be used inter-

changeably in the industry, and the two terms are 

equated in ITU Recommendation G.114 [4]. In this 

document, both terms refer to the one way delay 

between two points, which may or may not be within 

the IP transmission path (for example, a talker’s 

mouth to a listener’s ear). ITU Recommendation 

Y.1540 [5] introduces the term IP packet Transfer 

Delay (IPTD) as the time between packet ingress to 

and packet egress from an IP network or a section 

thereof. When the applicable measurement points are 

connected to an IP network, latency, delay, and IPTD 

are all interchangeable.

Unless otherwise noted, all references to IPTD 

in this document refer to the arithmetic mean value 

for the parameter. ITU Recommendation Y.1541 [6], 

section 5.3.2 discusses measurement intervals and 

recommends intervals on the order of one minute for 

telephony applications.

Jitter (or IP packet Delay Variation [IPDV] in the 

ITU Y series of recommendations), is the peak-to-

peak variation in IPTD. Y.1541 specifies the quantiles 

at which IPDV is defined for different “QoS classes.”
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3 User Requirements

The perceived quality of a user’s experience related to 

response time has been classified into several percep-

tual regions by Nielson (bullets reprinted from [7]):

• 0.1 second is about the limit for having the user 

feel that the system is reacting instantaneously, 

meaning that no special feedback is necessary 

except to display the result. 

• 1 second is about the limit for the user's flow of 

thought to stay uninterrupted, even though the 

user will notice the delay. Normally, no special 

feedback is necessary during delays of more than 

0.1 but less than 1.0 second, but the user does 

lose the feeling of operating directly on the data. 

• 10 seconds is about the limit for keeping the 

user's attention focused on the dialogue. For lon-

ger delays, users will want to perform other tasks 

while waiting for the computer to finish, so they 

should be given feedback indicating when the 

computer expects to be done. Feedback during 

the delay is especially important if the response 

time is likely to be highly variable, since users 

will then not know what to expect.

Other sources, including Miller [8] and Cheshire 

[9], have also identified 100 msec as a threshold 

response time, below which a user will perceive 

that the response is virtually instantaneous. The 

International Telecommunications Union (ITU) has 

categorized a set of QoS categories along lines simi-

lar to [7] in Recommendation G.1010 [10]. Figure 

2/G.1010 is reprinted here as Figure 1.

 Figure 1

 

— Model for User-centric QoS Categories (Reprinted from [10])
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Since the interactive applications shown at the 

left end of Figure 1 represent the most challenging 

requirements for delay in High Speed Internet Access 

(HSIA) deployments, this paper focuses on them 

(with the exception of telemetry and Telnet, which are 

not considered residential applications). In addition, 

we discuss web browsing, since (as will be shown) 

small increases in network delay can have dispropor-

tionately large effects on download times for many 

web pages.

One way delay requirements as defined by the 

ITU, the 3rd Generation Partnership Project (3GPP), 

and the Broadband Forum, are consolidated in Table 1 

for the relevant applications in Figure 1.

Application One Way Delay Sources

Conversational 
Voice

< 150 ms preferred
< 400 ms limit

G.1010 [10],
TS 22.105 [11]

< 150 ms TR-126 [12]

Videophone < 150 ms preferred
< 400 ms limit

G.1010,
TS 22.105

Interactive 
Games

< 200 ms G.1010, 
TR-126

< 75 ms preferred TS 22.105

< 50 ms (objective) TR-126

Web Browsing
< 2 s/page preferred
< 4 s/page acceptable

G.1010,
TR-126

< 4 s/page TS 22.105

Table 1

 

— Response Time Requirements
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4 Network Delay Requirements

ITU Recommendation Y.1541 [6] defines performance 

objectives for the network that complement the user-

driven performance requirements defined in G.1010. 

Y.1541 defines a total of eight “QoS class definitions” 

(two of which are provisional) which define perfor-

mance objectives for IPDT and IPDV, as well as objec-

tives for lost and errored packets. 

Table 2/Y.1541 provides guidance linking the QoS 

classes with applications and routing distances. In that 

table, QoS classes 0 and 1 are recommended for “real 

time, jitter sensitive, high interaction” applications 

such as conversational voice, videophone, and interac-

tive games. Within that application set, QoS class 0 is 

recommended for networks with “constrained rout-

ing and distance,” and QoS class 1 is recommended 

for networks with “less constrained routing and dis-

tances.” QoS class 5 is recommended for “traditional 

applications of default IP networks” such as web 

browsing. Other QoS classes are recommended for 

applications such as signaling and video streaming.

The performance objectives for the non-provi-

sional QoS classes are defined in Table 1/Y.1541. The 

specific objectives for IPTD and IPDV are reproduced 

here as Table 2. 

Network 
Performance 
Parameter

Nature of Network 
Performance Objective

QoS Classes

Class 0 Class 1 Class � Class � Class � Class � 
Unspecified

IPTD Upper Bound on the 
Mean IPTD 100 ms 400 ms 100 ms 400 ms 1 s U*

IPDV
Upper Bound on the 1·10–3 
Quantile of IPTD Minus the 
Minimum IPTD

50 ms 50 ms U U U U

 *U = Unspecified

Table 2

 

— QoS Class Performance Objectives (from [6])
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4.1 IPTD AND IPDV

The notes accompanying Table 1/Y.1541 state that 

“For planning purposes, the bound on the mean 

IPTD may be taken as an upper bound on the mini-

mum IPTD and, therefore, the bound on the 1·10–3 

quantile may be obtained by adding the mean IPTD 

and the IPDV value (e.g., 150 ms in Class 0).” This 

implies that the minimum and mean IPTD values 

should be close to each other and should not be 

affected significantly by IPDV. For networks that are 

not suffering from excessive congestion, this tends to 

be the case. Figure 2 shows most of the response times 

from 1000 pings to google.com (three additional 

times, at 1109, 625, and 1375 ms, are literally  

off the chart). 

We can estimate minimum and mean one way 

delays at half the round trip times, or approximately 

27 and 31 ms respectively. The outlier delay values, 

however, are primarily due to congestion in one 

direction. The best estimate of the maximum one way 

delay from this sample is the maximum RTT minus 

the mean one way delay, or approximately 1344 

ms, making the IPDV 1344-27=1317 ms. Using the 

Y.1541 guidance, the bound on the 1·10–3 quantile is 

1317+31=1348 ms, very close to the sample estimate.

Figure 2

 

— Ping Response Times
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5 Network Delay

Delay in the network can be broken down into a 

number of components, depending on the type of 

application. For the purposes of this paper, the net-

work itself is broken into two components. The first 

component is the access network, through which the 

user connects to the Internet. The second component 

is the core network, or the Internet backbone provid-

ing transport between the user’s access network and 

the destination (or source, depending on direction) of 

the traffic.

Depending on the specific application, traffic 

may transit either one or two access networks in its 

end-to-end path. For most client-server applications, 

where the server is a commercial host connected to 

the Internet via a low-delay path, the server can be 

considered to be connected directly to the core net-

work and only one access network transit applies. For 

point-to-point applications such as video telephony, 

traffic will typically transit access networks at each 

user location, as well as the core. The data path is 

discussed in more detail in the individual application 

sections below.

5.1 Core Network Delay

Several network providers [13, 14] provide online 

public access to round trip delay statistics on their 

networks. At the time of writing, the average round 

trip delay on continental US routes for the AT&T 

network is about 37 ms, and the average round trip 

delay on North American routes (which may include 

non-US destinations) for Global Crossing’s network 

is about 43 ms. The maximum round trip delay on 

AT&T’s network performance site (which includes 

statistics between specific US cities) is 84 ms, between 

Orlando and Seattle. This is roughly twice the theoret-

ical speed-of-light minimum, which seems reasonable 

given non-straight fiber routing and delays through 

network devices.

With the above numbers in hand, and adding a 

few ms for margin, we can reasonably state that worst 

case one way (not round trip) core network delay can 

be estimated at 50 ms for routes within the continen-

tal United States. Taking the mean round trip values 

provided by the sources and dividing by two, we can 

estimate the average one way core network delay at 

approximately 20 ms.

Core network latencies for intercontinental routes 

can be significantly longer than for intra-continental 

routes. At the time of writing, the reported round trip 

delay from New York to London on AT&T’s network 

was 77 ms, on a par with New York to San Diego. 

The reported round trip delay from San Francisco to 

Hong Kong was 159 ms. Routes from the East coast 

to Asia, or from the West coast to Europe, would of 

course be even longer.

5.2 Access Network Delay

Most delay on access networks is not caused by 

speed-of-light propagation over very long distances.1 

Instead, it is caused by a number of factors that tend 

to be unique to the access infrastructure.

• The “last mile” of the access network (that is, the 

connection closest to the user) frequently oper-

ates at speeds significantly slower than the core 

network. Serialization delay, or the time it takes 

to transmit all bits of a packet from first to last, 

can become a significant component of IPTD at 

access network speeds. For a constant connec-

tion speed, the serialization delay of a packet is 

proportional to its size, so if the traffic contains 

variable packet sizes serialization delay will also 

contribute to IPDV.

• Some access technologies (for example, wireless 

access networks) can rapidly adapt to changing 

transmission path loss and noise conditions by 

adapting the transmission rate and/or changing 

1 One notable exception is access via geostationary satellite networks, for which latency is dominated by 
speed-of-light propagation over the 44,000 mile round trip between earth and the satellite.
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the allocated part of the bandwidth used by  

a particular subscriber. These changes cause  

variation in serialization delay and contribute  

to IPDV.

• Channel sharing protocols such as Time Division 

Multiple Access (TDMA) and Time Division 

Duplexing (TDD) add to both IPTD and IPDV 

as transceivers wait their turn to send data.

• Many access technologies use some form of error 

correction to reduce the error rate on noisy chan-

nels. In addition, interleaving of data may be 

enabled to maximize the effectiveness of the error 

correction. Both of these techniques introduce 

IPTD.

• Some access technologies make use of local 

retransmission to reduce errors on noisy chan-

nels. Packets for which data must be retransmit-

ted are delayed more than other packets, adding 

to IPDV.

• Queuing delays add to both IPTD and IPDV in 

both the access and core networks. Due to the 

lower data rates involved, queues in the “last 

mile” contribute a larger share to the overall net-

work delay than do queues in the core for similar 

levels of congestion. For instance, the servicing 

time required for a single 1500-byte packet is  

12 ms at 1 Mbps, but only 12 µs at 1 Gbps.

6 Network Delay by Application

In this section we develop recommendations for delay 

in the access network by starting at the application-

level delay requirements (for applications delivered 

over services using QoS) and subtracting out the delay 

of other known components. We then test the appli-

cable values from those recommendations against 

applications that are delivered over the best effort 

HSIA service. The applications we consider here  

are: web browsing, conversational voice (both QoS-

based and best effort), conversational video, and 

interactive games.

Any recommendations for IPTD and IPDV in the 

access network must be applied to specific services, 

and not to the access channel as a whole. For instance, 

IPTD and IPDV can be managed by the access pro-

vider in a QoS-based voice service providing a “home 

phone” application, separate from best effort HSIA. In 

this case, the access provider marks VoIP traffic with 

a higher Class of Service (CoS), and that traffic is 

given priority over best effort traffic across the access 

network. Non-local VoIP traffic is then routed across 

a network designed for voice, rather than competing 

with best effort traffic on the Internet.

Consider the second variety of VoIP, which might 

be described as “Internet VoIP.” In this case, the VoIP 

traffic accesses the Internet as best effort data using 

the HSIA service. The access provider is usually not 

aware that the traffic is associated with VoIP, and 

provides no priority for it. This “Internet VoIP” traffic 

can be delayed by other best effort traffic generated by 

the same user — for instance, web browsing or large 

file transfers. It can also be delayed by best effort traf-

fic from other users in the access network. In this case 

— which applies to all applications delivered over the 

best effort HSIA service — IPTD and IPDV cannot be 

constrained with any guarantee.2 The access and core 

networks may perform well enough most of the time 

to support delay sensitive applications but, as shown 

in Figure 2, there will be moments when best effort 

packets suffer from excessive delay.

2 At least one access provider has attempted to address this issue by providing a control panel to allow users to customize their 
broadband connection by application [15]. There is also at least one software product providing the same type of customization 
for individual PCs [16]. It isn’t clear that either of these products provides  QoS across the network.
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 Where: R = the approximate response time, or  

   total time to download the web page,

 Size =  the total amount of data to 

  be transferred,

 Bandwidth =  the effective speed of the connection 

  between client and server4,

 Turns =  the effective number of turns required 

  to download the page,

 RTT =  the round trip time of the connection 

  (upload plus download delay),

 Cs =  the server processing time, and 

 Cc =  the client processing time.

An example web page download sequence is 

shown in Figure 3. This figure is based on an actual 

download of a simple web page containing the base 

file and a single JPEG image [20]. The figure, simpli-

fied from the actual download sequence, shows the 

following turns:

1. The turn required to establish the initial TCP 

connection with the web site server.

2. The turn associated with the HTTP Get com-

mand requesting the base file.

3. An additional turn, associated with TCP “slow 

start,” required before download of the base file 

is complete.

4. The turn associated with the HTTP Get com-

mand requesting the JPEG image.

6.1 Web Browsing

Starting an examination of application latency with 

web browsing may seem unusual given that it isn’t 

normally considered a real-time application. However, 

it is one of the most common residential applications 

accessed over HSIA and the user’s QoE frequently fails 

to meet the requirements in Table 1. Experience shows 

that many web pages take longer than 4 seconds to 

download, even over high speed access links. The rea-

son for this has more to do with network delay than 

with speed.

6.1.1 Response Time Factors

Most web pages are composed of a number of objects, 

including text, graphics, and applets. When a web page 

is accessed, the first object requested is the base file 

for the page. That file provides directions for access-

ing other objects. Some of those objects may point to 

yet other objects. Each object must be requested with 

a separate HTTP “Get” command and retrieved via a 

TCP connection. There are limits in most consumer 

operating systems on how many concurrent TCP con-

nections may be opened, so only so many objects can 

be downloaded in parallel.

Each HTTP command, and each TCP connection, 

generates at least one sequence of messages between 

the client and server that requires receipt of the previ-

ous message before the response can be transmitted. 

Each of these sequences requires a round trip through 

the network, or a “turn,” to complete.3 The number 

of turns required to download a web page was incor-

porated into a formula for download time originally 

developed by Sevcik and Bartlett [18] and simplified 

in an article by Savoia [19]. The simplified version is 

shown below:

R = + Turns . RTT + Cs+Cc.
Size

Bandwidth
(1)

3 Additional turns may be required even before the HTTP transaction begins — for instance, if 
the client must request the IP address for the page from a DNS server.

4 Since TCP transfer rates can be affected by the network’s bandwidth-delay product, the RTT 
can have a secondary effect in Equation 1 by limiting the effective value of Bandwidth.
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Additional turns (and partial turns) associated 

with TCP “slow start” occur during download of the 

JPEG image, but are not shown in the figure for the 

sake of simplicity. In all, between 9 and 10 turns (at 

RTT of approximately 70 ms) were required to load 

this page and the resulting accumulated delay took 

656 ms out of a total 736 ms for the download. In 

this simple example, almost 90% of the total response 

time was due to network delay.

6.1.2 Web Page Statistics

In [18] (written in 2001), the authors note that a  

typical Keynote Business-40 web site5 requires 40 

turns and contains approximately 100 kbytes of data. 

In an attempt to both modernize the data and apply 

it to sites of interest to consumers, transactions were 

recorded while browsing to the 25 most popular web 

sites for March 2009 as reported by ranking.com [21] 

(see the Appendix for details). The resulting param-

eters are shown in Table 3.

Figure 3

 

— Simple Web Page Download Sequence

Table 3

 

— Parameters for ranking.com Top 25 Web Sites

Grouping Average Size 
(kbytes)

Average Effective 
Turns

Average Client 
Processing Time* (s)

Search engines 71.4 19.5 1.17

Portals 481 58.4 1.55

All 339 44.8 1.42

*Client processing time is client hardware- and software-dependent. 

5 The Keynote Business-40 is an index which tracks the performance of 40 leading business web sites.

The measured parameters placed the sites  

into two distinct groupings. The search engines are 

distinguished by efficiency and fast load times, with 

relatively few objects per page. The portal pages are 

much larger both in terms of raw size and number  

of objects, with visual interest taking precedence  

over response time.
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Figure 4

 

— Response Times for Average Web Pages 

6.1.3 Response Time Analysis

Using the above data and Equation 1, graphs for web 

page response times are shown in Figure 4 plotted 

against rate for different values of RTT. The following 

parameters were used:

• Cs = 100 ms, Cc = 1 s

• Size = 340 kbytes

• Turns = 45

Equation 1 was modified slightly to account 

explicitly in the graphs for serialization delays, which 

change with download and upload rates (elsewhere 

in the paper, serialization delays are included in the 

overall delay figures for the network segments). The 

modified equation is

Where: Pd = 1500 bytes = the download  

packet size,

 Pu = 128 bytes = the upload packet size,

 Rd =  the download rate, and

 Ru =  the upload rate.

The figure also shows the lower limits on response 

time performance due to increasing delay. For 

instance, if the RTT exceeds 20 ms, no finite rate 

allows the response time to meet the preferred value 

of 2 s. In general, download speeds beyond about  

10 Mbps make little difference in response time for 

average web pages, but reducing delay has a signifi-

cant effect on response time for all rates over a few  

hundreds of kbps. 

R = (RTT’+ )Size
Rd

+ Turns .
Pd
Rd

+ Pu
Ru

+Cs+Cc. (�)

• Defining Broadband: Network Latency and Application Performance
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 It may be helpful to generalize these results in 

order to develop rules of thumb or intuition that sur-

vive particular choices in the Size and Turns parame-

ters. To do this, we need to simplify the equation used 

to generate Figure 4, repeated below:

and total network delay (which is proportional  

to RTT)

  DN = Turns . RTT 

Then we can write the expression

R = (RTT’+ )Size
Rd

+ Turns .
Pd
Rd

+ Pu
Ru

+Cs+Cc. (�)

If RTT' >> Pd
Rd

+ Pu
Ru

which occurs if Rd >> Pd
RTT ’

and

Ru >> Pu
RTT ’ we can simplify our equation. With

our equation. With Pd = 1500 bytes = 12000 bits,  

Pu = 128 bytes = 1024 bits, and RTTmin = 20 ms,  

Rd should be much greater than 12000*50 = 600 kbps 

and Ru should be much greater than 1024*50 =  

51.2 kbps, which we achieve with minimum rates  

of 6 Mbps down and 512 kbps up.

This reduces our equation to 

R = RTT +
Size
Rd

+ Turns . Cs+Cc (�)

which uses the original RTT (inclusive of the  

serialization delays).

Looking at this equation, the two things we  

can affect with the access network are the download 

speed (Rd) and RTT, which is a function of the  

transport delay. By holding R constant at the 2 and 

4 second levels from Table 1, we can see how Rd and 

RTT interact.

Because the interaction changes with the size of 

the web page and the number of turns required, we 

try to normalize our factors and look at the effect of 

relative changes in the two terms. We define a normal-

ized download data rate RN

RN = Rd (bps)
Size bits

(�)

(�)

DN = Rmax –
1

RN
– Cs – Cc (�)

where Rmax is the maximum allowed response time 

(2 or 4 seconds).

Plotting this equation in Figure 5 with Rmax = 2 

and Rmax = 4 and using Cs + Cc = 1.1 seconds, we 

can see that there are three basic regions, based on the 

normalized rate RN.

 Region 1: Once DN is sufficiently low, additional 

decreases in network delay have little effect on 

response time. In this region, the response time 

contribution from DN is under 200 ms and the 

value of RN dominates the ability to meet the 

Rmax requirement. 

 Region �: When RN is above a threshold RH = 5, 

the value of DN dominates the ability to meet the 

Rmax requirement and RN has little effect. In this 

region, the response time contribution from RN 

is less than 200 ms.

 Region �: When neither of the above conditions 

is true, rate and delay both make significant con-

tributions to response time. The values can be 

traded off against each other to meet a response 

time specification.
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De-normalizing the above parameters, the 

response time becomes relatively insensitive to  

download rate once Rd > 5 . Sizebits. For the  

parameters in Table 3, the threshold occurs at  

about 14 Mbps. Response time becomes insensitive  

to RTT once RTT < 0.2/Turns. Turning once again  

to the averages in Table 3, the low delay threshold  

is met at RTT = 4.5 ms. 

While download rates may or may not exceed  

14 Mbps depending on the access network and other 

factors, the round trip time will virtually never be less 

than 4.5 ms due to speed of light limitations. So,  

network delay will be a significant factor in web 

response times as long as web page design and  

protocols continue to require multiple turns.

6.1.4 Average Response Time

There are techniques for optimizing the design of 

networks and web sites, including caching content 

closer to the users and optimizations in HTTP and 

other protocols, which mitigate the delay issue. 

Caching of content closer to the user reduces, but 

doesn’t eliminate, network delay. Opening multiple 

concurrent TCP connections reduces the effective 

number of turns required, as does thoughtful web 

page design. The overwhelming variety of web pages 

on the Internet, and the wide variety of options for 

Figure 5

 

— Normalized Rate vs. Delay
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designing both those pages and the networks that 

access them, make it impractical to associate a specific 

threshold for network delay with a corresponding 

response time requirement. However, we can check 

performance using the following assumptions and 

delay values borrowed from Table 3:

• Cs = 100 ms, Cc = 1 s

• Size = 340 kbytes

• Turns = 45

• Caching of content near the access network (no 

core network delay)

• Access network round trip delay = 50 ms  

(including serialization delay)

• Download rate = 10 Mbps

Plugging the above values into Equation 1 pro-

vides a response time of 3.62 seconds. While this 

doesn’t meet the preferred value of 2 seconds, it is 

within the acceptable limit value of 4 seconds.

Applying these average values to the normalized 

analysis in section 6.1.3, we get the following contri-

butions to response time:

• Normalized Rate = 10 Mbps /(340*8 kbits) = 

3.67 1/s

• Normalized Delay = 45 * 50 ms = 2.250 s

This point is in Region 3 of Figure 5, close to the 

boundary where Region 3 meets Region 2. Note that 

at the normalized delay value, the 2 second preferred 

response time cannot be met no at any download rate.

6.1.5 Future Trends

In section 6.1.2, we noted that the average business 

web page required about 40 turns and contained 

about 100 kbytes of data in 2001, and that the average 

popular consumer site requires about 45 turns and 

contains about 340 kbytes of data in 2009.  

While business and consumer web sites may have  

different statistics, comparing the above values  

provides little confidence that either web page size  

or effective number of turns is on a decreasing trend. 

Unless widespread adoption of both protocol and  

web site design improvements reduces the turns 

requirement, latency will continue to dominate  

web browsing response times.

6.2 QoS-based VoIP

Many access providers offer VoIP as a “home phone” 

service apart from the HSIA service. This service is 

frequently marketed without any specific reference to 

VoIP, and customers’ expectations for performance 

are comparable to those for traditional phone service. 

In this case, the VoIP traffic is provided with a differ-

ent Class of Service (CoS) and given priority over best 

effort traffic across both the access and core networks.

6.2.1 Network Segments

VoIP calls can be either VoIP-to-VoIP or VoIP-to-

PSTN. A VoIP-to-VoIP call is shown in Figure 6. In 

this case, the VoIP traffic transits two access networks 

— one at each end of the connection — in addition to 

the core network. A VoIP-to-PSTN call, in which the 

traffic transits only a single access network, is shown 

in Figure 7. Other than one vs. two access networks, 

there are no significant differences between Figure 6 

and Figure 7 with regard to delay. Both routes require 

the same encoding, decoding and buffering, although 

in Figure 7 some of those functions take place in the 

VoIP-to-PSTN gateway rather than a second VoIP ter-

minal. For similar sources and destinations, the sum 

of the latencies in the Core IP network and the PSTN 

in Figure 7 will approximately equal the Core IP  

network delay in Figure 6.
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Since the PSTN is still the prevalent network for 

voice traffic, most VoIP calls are routed to the PSTN 

at one end as in Figure 7. However, since the VoIP-to-

VoIP case presents the worst case with regard to the 

number of network segments, it will be considered for 

“home phone” services.

6.2.2 IPTD Recommendations

The total one-way delays specified for conversa-

tional voice in Table 1 include all elements from ear 

to mouth, including encoding and buffering in the 

transmitter, network delay, and buffering and decod-

ing in the receiver. To find the portion that can be 

allocated to network delay, we need more detail. As 

noted in section 6.2.1, the VoIP-to-VoIP case will be 

used to allocate allowable delay between network seg-

ments. The end-to-end delay calculation is shown in 

Equation 7.

Ltotal = (Lenc + LTB + Ldec ) + LA1 + LN + LA2 + LRB     (7)

Where:  Ltotal = the total mouth-to-ear one way delay,

 Lenc =  encoding delay at the transmitter,

 LTB =  buffering delay in the transmitter,

 LA1  =  upstream access network delay 

  (at sending end),

Figure 6

 

— VoIP-to-VoIP Call

Figure 7

 

— VoIP-to-PSTN Call

 LA2 =  downstream access network delay 

  (at receiving end),

 LN =  core network delay,

 LRB =  buffering delay in the receiver, and

 Ldec =  decoder delay in the receiver.

Y.1541 associates interactive voice applications 

with “constrained routing and distance” with QoS 

class 0, which limits IPTD to 100 ms and IPDV to 50 

ms. G.114 provides values for encoding, decoding, 

and buffering delays applicable for different voice 

codecs. Assume a “home phone” service with high 

quality encoding (such as G.711) and 10 ms packets. 

In this case, the voice frame size is one sample, or 

0.125 ms, and 80 frames are grouped into each 10 ms 

packet. Per G.114 section A.2.4, the minimum encod-

ing, decoding and transmit frame buffering delay (not 



1�An ADTRAN White Paper • 

®

counting serialization delay, which will be allocated to 

the access network separately) is given by

Lenc + LTB + Ldec = (N+1) x framesize + lookahead. (8)

With N = 80, framesize = 0.125 ms, and lookahead = 

0, Equation 8 becomes

Lenc + LTB + Ldec = (80+1) x 0.125 = 10.125 ms.     (9)

G.114 and Y.1541 also recommend that the delay 

added by the de-jitter buffer in the receiver be esti-

mated for planning purposes at one half the peak 

delay. Using the 50 ms IPDV limit for QoS class 0 as 

the peak delay, the de-jitter buffer contribution is esti-

mated at 25 ms, making the total encoding, decoding, 

and buffering delay in the transmitter and receiver 

approximately 35 ms. Subtracting that value from the 

150 ms preferred value in Table 1, we get approxi-

mately 115 ms allocated to the network. Since that is 

slightly higher than the 100 ms allocated for IPTD by 

QoS class 0, we’ll use the more stringent 100 ms value.

Meeting the “preferred” delay from Table 1: From 

section 5.1, worst case core network delay for the con-

tinental US is estimated at 50 ms. Allotting that value 

to the core network leaves 50 ms for the two access 

networks. 

Most residential broadband access networks 

(including most DSL, DOCSIS, and wireless net-

works) provide higher average data rates in the down-

stream direction (going away from the core network) 

than in the upstream direction, so serialization delays 

are generally longer going upstream. Also, traffic 

aggregation in the upstream direction creates oppor-

tunities for delay as flows from different users are 

queued together. For these reasons, it makes sense to 

allocate the access network delay budget asymmetri-

cally, with a higher limit in the upstream direction 

than downstream. We suggest allocating 35 ms to LA1 

(upstream traffic) and 15 ms to LA2 (downstream 

traffic). These allocations meet both the QoS Class 0 

requirement for IPTD and the preferred value of 150 

ms for conversational voice from Table 1.

Meeting the “limit” delay from Table 1: Using the 

values in Table III.3/Y.1541, a worst case hypotheti-

cal reference path for intercontinental traffic incurs 

speed-of-light propagation delay of 138 ms (over 

27,500 km) and an additional 44 ms IPDT through 

the distribution and core routers and internetworking 

gateways, for a total IPTD through the core network 

of 182 ms. Although the worst-case IPDV (including 

access networks) from Table III.3/Y.1541 is 86 ms, 

Y.1541 Appendix IV provides additional data showing 

that voice traffic assigned the appropriate CoS and 

given priority over best effort data should be able to 

maintain an IPDV within 50 ms even over this route. 

Allowing the above values for the access network and 

assuming de-jitter buffer delay of one-half the peak 

value, the total delay for this case is

Ltotal  = 20.125+35+182+15+25 = 277 ms,        (10)

which is well below both the IPTD requirement for 

QoS class 1 and the ear-to-mouth limit value of 400 

ms from Table 1.

6.2.3 IPDV Recommendations

As noted above, Y.1541 Appendix IV addresses IPDV 

for delay sensitive traffic across the IP network. It 

shows (in section IV.3.1) that, for an IP core network 

with 12 routers at STM-1 rates, the total IPDV is con-

servatively estimated by the following components:

• Variation in routing lookup = 0.36 ms

• Queuing delay variation due to other priority 

traffic = 1.36 ms (note that this assumes 1500 

byte packets and 50% loading for priority traffic 

on the network, both conservative assumptions)

• Queuing delay variation due to lower priority 

packets already in service when the voice packets 

arrive = 0.72 ms.
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Adding the components (rather than convolving) 

generates a conservatively calculated IPDV of 2.44 ms 

for the core network.

In the same appendix, section IV.3.3 shows that a 

single low speed access link can dominate delay varia-

tion on the network. If we assume two VoIP flows on 

a 1 Mbps access link (as could be the case for a “home 

phone” service with two lines), the maximum delay 

variation on the access queue is 

6.3 Best Effort Real-time Applications

The applications below are almost always accessed via 

a best effort HSIA service. As noted in the introduc-

tion to section 6, the access provider cannot guaran-

tee IPTD or IPDV values over the best effort service, 

and (as shown in Figure 2) IPDV in particular is 

unconstrained for best effort traffic.

Having said that, if a network is designed to  

perform at a given IPTD for one or more QoS-based 

applications, that same network may deliver best 

effort traffic with a similar IPTD most of the time 

when the network is not suffering from congestion. 

Even that heavily qualified statement must be consid-

ered further — for instance, serialization delay could 

have one value for the small packets sent for VoIP 

traffic, but could be substantially longer for the large 

data packets sent by a different application.

Considering all the above— in this section,  

we will discuss nominal performance of several 

delay-sensitive applications delivered over best effort 

service, on a network designed to provide QoS for 

“home phone” service. Any congestion on the  

network, particularly due to “home phone” traffic 

(which will be given priority over the best effort  

traffic) but also due to other best effort traffic, is  

likely to cause deterioration in the perceived  

performance of the applications.

6.3.1 “Internet VoIP” Service

The second variety of VoIP might be described as 

“Internet VoIP.” In this case, the VoIP traffic accesses 

the Internet as best effort data using the HSIA service. 

The access provider is usually not aware that the  

traffic is associated with VoIP, and provides no  

priority for it. While the network performance for 

“Internet VoIP” cannot be managed as for “home 

phone” services, users accessing “Internet VoIP”  

generally do so with the awareness that it is not  

traditional phone service, and performance  

expectations are correspondingly lower.

DVmax =
(120+1500)*8

106 *103 = 12.96ms (11)

where the maximum delay is encountered when a 

1500-byte best effort packet has just begun being ser-

viced and a 120-byte voice packet from the other flow 

arrives at the queue just in front of the delayed packet.

Adding twice the  in equation 11 to the calculated 

IPDV for the core network yields a total IPDV of 

just under 30 ms for the example shown. The overall 

IPDV requirement for QoS classes 0 and 1 is 50 ms. 

Given the additional contributors to IPDV outlined 

in section 5.2, it seems prudent to allocate as much 

IPDV as possible to the access networks. As is the case 

for IPTD, there are more aggregation points at which 

delay variation can be introduced in the upstream 

than in the downstream direction. If IPDV is to be 

allocated between network segments, the suggested 

values are:

• Access network (upstream): 30 ms

• Access network (downstream): 15 ms

• Core network: 5 ms

These values are roughly proportional to the IPDV 

examples provided for core and access networks in 

Y.1541 Appendix IV. Following the lead of Y.1541, 

delays are broken out as if they were additive, which 

should generate conservative allocations. 
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Since “Internet VoIP” sends delay sensitive traffic 

across the access network (and the Internet) as best 

effort data, there is no way to enforce IPTD or IPDV 

requirements on it. We can estimate and roughly  

allocate IPTD, but (as shown by the ping response 

times in Figure 2) IPDV will be largely uncontrollable.

“Internet VoIP” applications usually use lower bit 

rate codecs than “home phone” services due to the 

varying bandwidth of the HSIA connections over 

which they run. A frequently used codec is CS-ACELP 

(G.729), which runs at 8 kbps with 10 ms frames. For 

this codec, LEMC + LTB + LDEC = 25 ms. One slight 

advantage of this codec, in addition to the lower 

bandwidth requirement, is lower serialization delay 

since the transmitted packets are only 64 bytes long, 

rather than 120 bytes as in section 6.2. At 1 Mbps, 

however, the savings is less than 0.5 ms, so it isn’t  

considered in the values below. 

If we assume a 100 ms de-jitter buffer (which for 

the variation in Figure 2 would capture about 993  

out of 1000 frames) and network IPTD values from 

section 6.2.2, the total delay for continental US calls 

can be estimated at

Ltotal  = 25+35+50+15+50 = 175 ms              (12)

IPDV across the access network is an unknown 

in this application, because it is highly dependent on 

the other best effort traffic being generated by the 

user. If a voice packet must queue up behind a dozen 

1500-byte data packets to get across the access link, 

that packet is likely to be delayed beyond the reach 

of any de-jitter buffer. Depending on the traffic load-

ing, data congestion in the access networks may also 

significantly affect the mean values of LA1 and/or LA2, 

causing excessive IPTD across the network.

6.3.2 Conversational Video

IP video calls are very similar to the VoIP-to-VoIP 

calls shown in Figure 6 in terms of the elements in  

the end to end path. Video calls are virtually always 

IP-to-IP, so traffic transits two access networks. 

Consumer video calls also suffer from the same  

disadvantage as “Internet VoIP,” in that they are  

treated by the network as best effort traffic.

Video frame periods vary based on individual  

call setup parameters, but typically range from  

33 ms (for 30 frame per second [fps] video) to  

100 ms (for 10 fps video). If we hypothesize that 

buffering and lookahead requirements apply to video 

frames in the same way as to voice packets, we can 

estimate the video encoding, decoding, and transmit 

buffering requirements as roughly 2.5 times the frame 

size, or 83 to 250 ms6. Assuming that users who care 

about video call quality will opt for 30 fps video, we’ll 

concentrate on that end of the range. However, after 

adding 50 to 100 ms for de-jitter buffer delay to the 

83 ms for encoding/decoding/frame buffering, there 

is little or no time for network delay at the preferred 

delay value of 150 ms.

If we test against the limit delay value of 400 ms 

and assume a de-jitter buffer delay of 100 ms, the 

overall network delay requirement becomes

LA1 + LN + LA2 < 400 – 83 – 100 = 217 ms  (13)

Using the values for core and access network delay 

from section 6.2.2, it looks like the 400 ms limit for 

video delay should be supportable for continental 

US and for most international video calls. However, 

we still need to consider serialization delay, which is 

dependent both on the packet size and on the con-

nection speed. Video bandwidth can vary widely, 

6 This hypothesis was tested by completing an IP video call at 30 fps between adjacent laptops on an Ethernet LAN, 
verifying that there was synchronization between video and audio, and recording and measuring the difference 
in one-way audio delay between through-the-air propagation and the IP video call. The measured difference was 
167 ms, which makes the hypothesis reasonable assuming de-jitter buffer delay of 50 to 100 ms.
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depending on the speed of the end-to-end connection 

and the quality desired by the users. At a midrange 

rate of 500 kbps and a frame rate of 30 fps, video 

frames exceed 1500 bytes in length. Assuming a 1500-

byte MTU as the maximum packet size, the serializa-

tion time for video can be significantly longer than 

for voice. At 1 Mbps, serialization delay would add 

approximately 11 ms to overall delay relative to VoIP.

Assuming the above parameters and a 1 Mbps 

connection on access networks designed per section 

6.2,  LA1 and LA2 could have worst case values of 46 

and 26 ms, respectively. These values would support 

video traffic over a core network delay of up to 145 

ms. So, we can still say that the 400 ms limit for video 

delay should be supportable for continental US and 

most international video calls.

As with “Internet VoIP,” congestion in the access 

network due to best effort traffic is unavoidable and 

may cause unacceptably large values for IPDV. It may 

also affect the mean value of IPTD.

6.3.3 Interactive Games

Multiplayer online interactive games represent a  

significant challenge with regard to network delay, 

since the path that traffic must take before an 

“instantaneous” response is perceived by the user is 

the longest of the cases examined. Figure 8 shows an 

example. In order for the response to an input from 

User A to be displayed back on User A’s game client 

console, the following actions must occur: 

1. The game console generates the traffic necessary 

to communicate the input.

2. The traffic transits User A’s access network and 

the core network to the game server (blue path 

in Figure 8).

3. The game server processes the input and  

generates the appropriate output.

4. The output traffic transits the core network and 

User A’s access network (red path).

5. The response is processed for display by game 

client A.

6. Similar traffic must be transmitted from the 

game server to other clients (green path) before 

User A’s action is observed on their consoles.

Figure 8

 

— Multiplayer Online Gaming Client-server Data Paths
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The red and blue data paths shown above are 

cited in TR-126 as the justification for the 50 ms one 

way (client to server or server to client) objective for 

interactive gaming delay specified in that publication. 

The one way delay, when doubled, corresponds to the 

100 ms threshold for the round trip time required for 

a perceived “instantaneous” response. Similarly, the 75 

ms preferred value from TS 22.205 corresponds to a 

150 ms round trip time. Although the requirements 

are specified in terms of one way delays, the users’ 

QoE is dependent in each case on a sum of two  

paths, one from client to server and a second from 

server to client. 

The requirements include client and server  

processing time, which varies from platform to  

platform and for which there are no overall statistics. 

Assuming near zero time for client and server  

processing, if 50 ms is allocated for core network 

delay we can meet the TS 22.205 preferred value with 

the 15 ms access network downstream delay but not 

with the 35 ms upstream delay. However, the target 

two-way trip value is preserved by the sum of the 

one-way delays. Assuming 50 ms core network delay, 

we cannot meet the more stringent TR-126 objective 

with any non-zero values in the access network. 

Fortunately, we can justify examining the  

TR-126 limit against a core network delay lower  

than 50 ms. Most First Person Shooters (the subset of 

games most sensitive to delay) and many other online 

games provide a choice of servers on which to con-

nect, with geographic and/or latency data available for 

each server, so players are not forced to connect to a 

distant server with high delay. Given that information, 

we can examine the TR-126 value against the average 

core network delay of 20 ms rather than the worst 

case figure. Subtracting that from the 50 ms objective 

gives a target value of 30 ms for the access network. 

Values lower than 30 ms would allow some non-zero 

budget for client and server processing. So, delay  

allocations of 35 ms upstream and 15 ms downstream 

for the access network should satisfy two-way  

requirements (although not the upstream one-way 

requirement) for gaming at the TS 22.205 preferred 

level on nearly all continental US connections, and 

also at the tighter TR-126 objective level for connec-

tions with core network delay of 20 ms or less.

Since gaming data typically consists of small  

packets, serialization delay should be similar to that 

for VoIP.

There is no specific limit provided on jitter for 

interactive gaming, but user experience is sensitive  

to excessive jitter [17]. The same caveats apply for  

this application as for the other delay sensitive appli-

cations using best effort CoS: both IPDV and IPTD 

may suffer momentarily due to excessive congestion. 

7 Summary

Delay requirements are reviewed as documented by a 

number of standards development organizations for 

different user applications. Most of the applications 

are highly interactive and time sensitive, but even 

web browsing performance is shown to be sensitive 

to small changes in delay. Delay and jitter require-

ments for different QoS classes, as defined in ITU 

Recommendation Y.1541, are also reviewed. 

The requirements in section 3 are then examined 

in the context of different residential applications. 

Web browsing is examined as an application which, 

while not real-time, frequently fails to meet either 

the preferred or acceptable requirements specified by 

the standards bodies. It is shown that web browsing 

response time is determined primarily by delay, rather 

than by download or upload speed. 

We then examine real-time applications along 

with elements that contribute to delay and jitter, in an 

attempt to allocate the delay and jitter requirements 

appropriately to the core and access segments of the 



• Defining Broadband: Network Latency and Application Performance��

®

network. This is done first with respect to VoIP  

applications offered by access providers as “home 

phone” services with CoS and traffic management.  

It is found that allocating 35 ms to upstream traffic 

and 15 ms to downstream traffic in the access  

network supports VoIP applications at the preferred 

delay value of 150 ms for mouth-to-ear delay on  

continental US connections, and well within the 

acceptable value of 400 ms on intercontinental  

connections. In addition, allocations for jitter in 

the upstream access, downstream access, and core 

networks are suggested to support the overall 50 ms 

requirement for QoS class 0 in Y.1541, and also as  

values that are attainable for priority traffic.

The values arrived at above are then applied to 

applications running over best effort HSIA services, 

with the caveat that traffic from these applications 

transits the access network as best effort data with  

no special CoS applied. The resulting delay and jitter 

performance is highly dependent on both access and 

core network congestion and cannot be guaranteed.

• “Internet VoIP” — 175 ms delay for worst case 

continental US routes, which is not too far off the 

150 ms preferred value.

• Conversational video — cannot meet 150 ms for 

all but shortest routes. Meets 400 ms limit value 

for all but the longest intercontinental routes.

• Interactive games — meets the two-way  

objective (calculated from the one-way 50 ms 

objective value in TR-126) for “average” US 

routes, but not worst case. Meets the two-way 

objective (calculated from the 75 ms preferred 

value in TS 22.205) for all continental US routes. 

While the proposed asymmetric delay targets in 

the access network do not strictly meet the one 

way requirements from either standard, the QoE 

objectives from which those requirements are 

derived are supported by the sum of the  

two allocations.
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9 Appendix: Web Page Parameters

Wireshark traces were captured for transactions 

downloading the top 25 most popular web sites for 

March 2009 as reported by www.ranking.com. Prior 

to each capture, the web browser cache was cleared. 

The transactions captured, and relevant parameters 

from each, are shown in Table 4.

URL Resp. 
Time/s

Size 
(bytes)

GETs 
and DNS 
Requests

Weighted 
Average 
RTT/s

Network 
Delay/s

Eff. 
Turns

Client 
Delay/s Notes

www.google.com 1.259 38463 10 0.0734 0.802 10.92 0.435 1

www.yahoo.com 5.162 242922 45 0.0814 3.513 43.14 1.494 2

www.msn.com 5.068 330360 99 0.0737 3.461 46.99 1.207 2

www.live.com 2.378 113794 12 0.0550 0.939 17.07 1.035 1

www.youtube.com 6.787 439647 54 0.0731 3.769 51.59 2.766 2

www.aol.com 8.234 1043341 202 0.0381 4.252 111.70 3.111 2

www.myspace.com 4.62 257722 44 0.0732 2.929 40.03 1.531 2

www.microsoft.com 6.031 374005 62 0.0806 4.044 50.19 1.798 2

www.google.co.uk 1.504 32323 11 0.0672 0.848 12.62 0.626 1

www.facebook.com 5.052 449307 34 0.0711 3.521 49.49 1.287 2

www.ebay.com 5.663 392478 65 0.0728 4.061 55.80 1.385 2

www.ask.com 3.262 155541 34 0.0669 2.024 30.26 1.116 1

www.wikipedia.org 3.933 133056 20 0.0255 0.745 29.29 3.112 1

www.go.com 3

www.casalemedia.com 5.131 150426 31 0.0998 4.318 43.25 0.658 2,4

www.google.ca 2.497 33080 14 0.0566 0.731 12.91 1.725 1

www.findstuff.com 6.063 593571 66 0.0484 3.940 81.48 1.806 2

www.starware.com 1.268 5625 4 0.0920 0.658 7.16 0.606 1

www.att.net 5.878 759963 96 0.0733 4.113 56.12 1.289 2

www.cnn.com 6.763 974945 201 0.0563 4.450 79.07 1.554 2

www.mywebsearch.com 3.525 58940 19 0.0781 2.775 35.53 0.697 1

www.photobucket.com 4.814 534119 74 0.0701 3.594 51.25 0.879 2

www.amazon.com 4.695 481757 104 0.0411 2.706 65.83 1.480 2

www.netzero.net 4.437 195842 49 0.0663 3.282 49.46 1.021 2

www.blogspot.com 5

Table 4

 

— 25 Top Web Sites for March 2009 Per ranking.com
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Notes:

1. Grouped with search engines.

2. Grouped with portals.

3. Go.com could not be evaluated in the same class 

with the other sites because it started streaming a 

long video file upon load.

4. Casalemedia.com is not a consumer web site 

per se, but it appears on the list by virtue of the 

advertising it serves to many other popular web 

sites.

5. Blogspot.com could not be evaluated because 

nearly all of the transaction was encrypted using 

HTTPS.

For each transaction, the following parameters 

were extracted from the capture:

• Total response time beginning with the first DNS 

request or TCP connection, and ending with the 

last HTTP OK message.

• Total IP bytes received by the client.

• The number of HTTP GET commands and DNS 

requests, subtotaled by server IP address.

• The RTT to each server IP address.

• Total network delay, including RTTs and server 

processing time. This was estimated by summing 

all inter-packet delays greater than 5 ms preced-

ing a downstream packet.

• Total client processing time. This was estimated 

by summing all inter-packet delays greater than 

5 ms preceding an upstream packet. Note that 

this time is at least as dependent on the client 

hardware and software as it is on the web site 

content, and that the values are provided here for 

comparative purposes only. The client used for 

the experiment was a mid-range business laptop 

(Core Duo running at 2.0 GHz, with 2 Gbytes 

RAM) running Internet Explorer 7.

For each site, the estimated network and client 

delays were subtracted from the total response time 

and the remainder was used to estimate download 

rate as a check on the process. The range of estimated 

download rates was between 2.2 and 15.8 Mbps. 

Given the volatility of the check, which was based on 

a remainder value much smaller than the estimates 

used to generate it, that range is quite close to the 

expected actual rates, which would have ranged from 

approximately 5 to 10 Mbps during the transactions.

The weighted average RTT was calculated for each 

site by weighting the RTT value for each IP address 

by the number of commands directed to it, and then 

averaging the result. The number of effective turns 

was then calculated as the network delay divided by 

the weighted RTT. 

Both the summed network delays and the RTTs 

included both network delay and server processing 

time in the measurements. Considerable sampling 

variation is expected in the individual RTT values, 

including variation in server processing times, but 

averaged over the set of web sites the variation should 

be reasonably small.

The average parameters for the data set are pro-

vided in Table 5. The parameters are grouped by the 

type of web site as well as for the set as a whole. The 

web sites tended to fall into one of two categories. 

Search engines were distinguished by a small number 

of objects and relatively small size, reflective of their 

emphasis on fast response time. Portals (the term here 

is used loosely and includes both portal sites and cor-

porate web sites) were distinguished by much larger 

download sizes, frequently including more than a 

hundred objects retrieved from a variety of servers.
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Table 5

 

— Parameters for ranking.com Top 25 Web Sites

Group Average Size 
(kbytes)

Average 
Requests (GETs 

and DNS)

Average 
Effective turns

Average 
Response 

Time/s

Average Client 
Processing 
Time* (s)

Search Engines 71.4 15.5 19.5 2.453 1.17

Portals 481 81.7 58.4 5.627 1.55

All 339 58.7 44.8 4.523 1.42

*Client processing time is client hardware- and software-dependent. 
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About ADTRAN

ADTRAN, Inc. is a leading global provider of networking 

and communications equipment, with a portfolio of more 

than 1,700 solutions for use in the last mile of today’s tele-

communications networks. Widely deployed by carriers and 

enterprises alike, ADTRAN solutions enable voice, data, 

video, and Internet communications across copper, fiber, 

and wireless network infrastructures. ADTRAN solutions 

are currently in use by every major U.S. service provider and 

many global ones, as well as by thousands of public, private 

and governmental organizations worldwide.

ADTRAN, Inc.
901 Explorer Boulevard
Huntsville, Alabama 35806
P.O. Box 140000
Huntsville, Alabama 35814-4000
800 9ADTRAN

256 963-8000
256 963-8004 fax
info@ADTRAN.com
www.ADTRAN.com

CN0�0A Copyright © 2009 ADTRAN, Inc. All rights reserved.

ADTRAN believes the information in this publication to be accurate as of publication date, and  

is not responsible for error. Specifications subject to change without notice. ADTRAN is a registered 

trademark of ADTRAN, Inc. and its affiliates in the U.S. and certain other countries. All other  

trademarks mentioned in this document are the property of their respective owners. Five-year  

warranty applies only to products sold in North America.

ADTRAN products may be subject to U.S. export controls and other trade restrictions. Any export, 

re-export, or transfer of the products contrary to law is prohibited. For more information regarding 

ADTRAN’s export license, please visit www.ADTRAN.com/exportlicense


